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ABSTRACT

Money laundering schemes have been becoming increasingly complex, imposing heavy burdens on financial institutions
as well as on regulators worldwide. A given technological advancement has become an opportunity for criminals to
exploit them, and the importance of robust and flexible Anti Money Laundering (AML) frameworks has been realized.
This research advances the discussion on how to integrate artificial intelligence (AI) into AML systems with an emphasis
on the ability of AI to enhance compliance and flag financial anomalies. Utilizing machine learning algorithms, natural
language processing (NLP), and network analysis this study presents AI driven approaches to detect suspicious activities,
facilitate regulatory compliance, and thwart emerging threats. It also delves into how global regulatory changes, concrete
restraints like the formalization of the European Union’s Anti Money Laundering Authority (AMLA) can affect the
introduction of AI technologies. Research uses real world data and simulated scenario to illustrate how AI can be applied
to overcome challenges like cross border laundering, cryptocurrency risks and decentralized financial systems. These
findings are intended to produce actionable insights for policymakers, financial institutions, technology developers, etc.
to work together to fight against financial crimes in an increasingly digital world.
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1. INTRODUCTION

While facilitating modern economies, the global
financial ecosystem, the backbone of financial crime,
continues to be a prime target for illicit activities.
Money laundering is one of the most pervasive and
complex financial crimes [1]. The money laundering
procedure, one of the biggest economic crimes in the
world, with an annual value of trillions of dollars,
funnels billions into the financing of terrorism, drug
and human trafficking, and other criminal activities
[2]. Currently serving as a leading cause of many
banks’ exposure, money laundering has become
simultaneously more sophisticated and cheaper to
adopt [3][4].
However, the rule-based systems and manual
monitoring that constitute most traditional methods
of combating money laundering are proving
increasingly inadequate due to their inability to cope
with modern laundering schemes. The integration
of emerging technologies, particularly artificial
intelligence (AI), into the Anti-Money Laundering
(AML) framework presents a massive opportunity
to enhance detection and prevention, transforming
financial crime mitigation to an entirely different level.
Across different industries, we have seen artificial

intelligence become a transformative tool, and we see
that same paradigm in how artificial intelligence is
being applied to AML. AI helps to detect anomalies
in vast volumes of transactional data, leveraging
the elasticity and adaptivity of Machine Learning
Algorithms, Natural Language Processing (NLP), and
network analysis [5][6].
In contrast to traditional systems, based on a set of
rules and thresholds, AI-driven systems can learn
from patterns, accommodate changes in laundering
techniques, and reduce human intervention [7][8]. For
example, these capabilities are critical to responding
to contemporary threats, including cross-border
laundering, cryptocurrency-based laundering, and the
misuse of decentralized financial systems (DeFi).
Additions to recent regulatory developments also
underscore the urgency for advanced AML systems.
The beginning of the European Union’s Anti-Money
Laundering Authority (AMLA) in 2024 is an
important step in the global battle against financial
crimes [9]. The measure of AML policies
is consistent across member states, increases
cross-border cooperation, and utilizes technology to
strengthen the integrity of the financial system [10].
This regulatory shift recognizes AI’s role in both
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compliance and addressing complex challenges in
global financial crimes.
Although there is going to be a potential use of AI
in AML, the adoption of AI has its own challenges.
The transparency of the learning process by machine
learning models, data privacy concerns, and the risk
of bias in AI algorithms are three major questions we
need to give answers to. The difficulties of developing
universally effective AI systems stem also from the
lack of standardized datasets as well as the diversity
in money laundering schemes. To see past these
challenges is a question of collaboration and will
involve financial institutions, regulatory authorities,
and technology developers. The goal of this work
is to understand how AI can be used to add value
to AML frameworks through enhancing compliance
and identifying financial anomalies by integrating
AI-driven techniques. In this paper, we propose
new methodologies for solving emerging threats,
leveraging simulated and real-world datasets that
combine domain-specific knowledge with advanced
machine learning algorithms. This research evaluates
how AI systems can work to detect suspicious
activities and streamline compliance processes to
offer actionable insight for policymakers, financial
institutions, and technology developers.
This paper continues with a comprehensive review
of existing literature, proposed methodologies,
and experimental results of existing AI-driven
AML systems. This research advances the broader
discussion on how to defend financial systems
from the ever-emergent financial crimes and money
laundering threats by focusing on addressing the
challenges and opportunities of AI in AML.

2. LITERATURE REVIEW

Over the last decade, researchers have been exploring
if Artificial Intelligence (AI) could help improve
compliance and detect financial crimes with the
integration of AI in Anti-Money Laundering (AML).
In this section, we synthesize prior work and present
advancements, challenges, and gaps in the literature of
AI-driven AML frameworks. AI has transformed the
application of AI to money laundering capabilities that
go significantly beyond traditional rule-based systems.
In their work, Han et al. [11] showed that machine
learning algorithms endowed with AI can effectively
identify anomalies on large transactional datasets,
with better performance than their conventional
approaches. In a similar vein, Mitra and Roy [12]
demonstrated that unstructured financial data, such as
suspicious activity reports (SARs), can be analyzed

using NLP for more insight into potential laundering
schemes.
Similar to this, graph-based strategies have also
proven to be a strong AML method. LaundroGraph,
a graph representation learning framework building
on top of [13], reveals hidden laundering patterns
by identifying relationships between an entity and
its transactions. Further, Assumpção et al. [14]
demonstrated the efficacy of multitask learning in
analyzing large transaction graphs, where multitask
learning not only increases detection accuracy but also
reduces false positives.
There are, of course, advantages to AI, but its adoption
in AML systems is also uneasy. With heterogeneity in
financial transactions, the training of AI models is
complicated by data sparsity and diversity, observed
by Deprez et al. [15]. Therefore, methods to cluster
were explored for unsupervised detection by Bakry et
al. [16], yet consistent results over different datasets
are still a challenging issue to overcome.
Having little information about some organizations
can present a challenge to regulatory compliance.
Khan and Parveen [17] mentioned that AI systems
should be compliant with stringent regulatory
templates like those defined in the Financial Action
Task Force (FATF) [18]. Another barrier to AI
acceptance by regulatory bodies such as financial
institutions is the lack of explainability of AI models,
such as the ones presented by Zhang and Trubey [19],
which require explainability of the decisions made by
such models.
Cryptocurrency and decentralized finance (DeFi) are
areas of AML that have emerged in unprecedented
ways. In this case studied by the Wolfsberg
Group [20] on the Elliptic dataset, it was seen
that cryptocurrencies are exploited for laundering
activities. In this, Ngai et al. [21] emphasized the
need to develop a scheme of using blockchain
analysis along with AI to uncover illicit activities
on public ledgers. Additionally, Weber and Studer
[22] examined cybersecurity and AML as two
separate safety issues that require developed bodies
to counteract growing threats.
To enable AML collaboration, federated learning
has been proposed as a privacy-preserving solution.
Pavlidis [13] examined how federated learning
can make it possible for financial institutions to
share insights without sharing sensitive data and
cooperating in the battle against money laundering.
Just as the European Commission [23] highlighted
technology’s ability to standardize AML measures
across member states, so too has HMG sought to
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implement technology as a way to ensure consistency
in the implementation of its policy.
This requires the availability of high-quality datasets.
Similar to work by Czech [24], amortized time
complexity is achieved by using the AMLSim dataset,
as it offers a simulated environment for testing
using AI models, allowing for reproducibility and
benchmark optimization. Our insights come from
real-world datasets like SWIFT payment data [18],
which themselves often introduce privacy concerns, as
the Financial Conduct Authority [25] acknowledges.
As a result, synthetic data generation tools, such as
Kleanthous and Chatzis [26], are now becoming a
viable alternative to creating realistic, yet anonymous,
datasets.
The establishment of the European Union’s
Anti-Money Laundering Authority (AMLA) [9] is
also a recent example of how AI is crucial to
regulatory compliance. Regulators will get concerned
about AI models not being explainable, which Han
et al. [11] asserted needed to be resolved through
the incorporation of explainability into these models.
Additionally, the Wolfsberg Group [20] recommended
international cooperation to fight cross-border money
laundering.
AI in AML has great potential, as emphasized
by the Basle Committee [27] and the United
Nations Office of Drugs and Crime (UNODC) [28],
which advocate for the integration of advanced
technologies in the prevention of financial crime.
However, several challenges, including adversarial
attacks, data bias, and a lack of algorithmic
transparency, must be effectively addressed to ensure
a reliable and ethical implementation. By bridging
the gaps between technological advancements and
regulatory frameworks, AI-driven AML systems can
significantly enhance financial integrity, strengthen
anti-money laundering efforts, and improve global
compliance standards. This review provides a strong
foundation for future research and development in this
rapidly evolving field.

3. METHODOLOGY

Here, we outline the proposed methodology of
developing an AI-based framework to enhance AML
compliance as well as AML detection of financial
crime. The methodology solves for the highly
commingled and diverse datasets, the evolving pool
of cryptocurrency laundering threats, and regulatory
restrictions. It uses advanced machine learning
techniques and a privacy-preserving architecture,
based on which we can detect suspicious activities

with high accuracy and practicability.

3.1. Data Collection and Preprocessing

A combination of simulated and real-world datasets
ensures robustness as well as applicability.

• Dataset 1: A synthetic transaction dataset
(AMLSim), which simulates real-life money
laundering scenarios.

• Dataset 2: The elliptic bitcoin dataset and
patterns of cryptocurrency-based laundering.

Below are the preprocessing steps:
1. Data Cleaning: Remove duplicates, handle

missing values, and ensure transaction formats
are standard.

2. Feature Engineering: We extract meaningful
features, such as transaction frequency, value
distributions, and entity relationships.

3. Graph Construction: The key here is
modeling transaction graphs, which represent
relationships between the accounts, entities, and
the transactions.

The dataset features are summarized and shown in
Table 1.

3.2. Model Design

Multiple machine learning algorithms are integrated
within the proposed framework to conduct a
comparative analysis of their performance:

• Random Forest Classifier (RFC): A supervised
classification tree ensemble model with four
features: transaction amounts, origin-destination
pairs, time series trends, etc.

• Autoencoders (AE): An unsupervised anomaly
detection model that detects deviations from
normal patterns. Suspicious activities are flagged
when the reconstruction error exceeds a
threshold.

• Graph Neural Networks (GNNs): An advanced
algorithm for analyzing graph-based data.
It captures entity relationships (via node
embeddings and edge representations).

• Gradient Boosting Machines (XGBoost): A
fast boosting algorithm that creates decision trees
sequentially to maximize classification accuracy.
It is effective for imbalanced datasets.

• Support Vector Machines (SVM): A supervised
learning algorithm for binary classification
tasks. It is especially useful for discriminating
non-linear data.
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Table 1. Dataset Features

Dataset Transactions Features Extracted Purpose

AMLSim 1M Transaction time, value, sender-receiver Simulated scenarios
Elliptic 200K Bitcoin addresses, transaction graphs Real-world

cryptocurrency

The summary of the algorithms and their key
characteristics has been presented in Table 2.
The architecture of the proposed framework has been
presented in Figure 1.

4. PRIVACY-PRESERVING TECHNIQUES

To address privacy concerns, the framework
incorporates federated learning:

• Federated Architecture: Enables multiple
financial institutions to collaboratively train the
model without sharing sensitive data.

• Encryption: Data is encrypted during training
using homomorphic encryption to ensure
privacy.

Figure 2 visualizes the federated learning architecture.

5. COMPARATIVE EVALUATION METRICS

The framework’s performance is evaluated using the
following metrics:

• Accuracy: The error rate, the percentage of
correctly classified samples.

• Precision and Recall: Measures of the trade-off
between false positives and false negatives.

• F1-Score: The harmonic mean of precision and
recall.

• AUC-ROC: The Receiver Operating
Characteristic Curve Area.

6. FLOWCHART

The end-to-end methodology workflow is detailed in
Figure 3.
This methodology introduces a hybrid approach
combining supervised learning, unsupervised
anomaly detection, and graph-based analysis to tackle
the challenges of AML detection. By incorporating
multiple algorithms, the framework facilitates a
comparative analysis to determine the most effective
approach for specific AML scenarios. The inclusion of
privacy-preserving techniques like federated learning
ensures compliance with regulatory constraints

while maintaining high detection accuracy. This
approach addresses the evolving landscape of money
laundering, particularly in the context of emerging
technologies like cryptocurrencies and decentralized
finance.

7. RESULTS

Here, the experiments of the developed AI-based
AML framework are discussed in detail. The
results were measured as accuracy, precision, recall,
F1-score, and AUC-ROC of various algorithms.
Comparing the approaches helps in determining the
advantages and disadvantages of each one.

7.1. Performance Metrics

Table 3 summarizes the performance metrics for the
evaluated algorithms.
The confusion matrix for the best-performing
algorithm, Graph Neural Networks (GNNs), is shown
in Table 4.
The ROC curve, as shown in Figure 5 highlights
the trade-off between the true positive rate and
false positive rate for all algorithms. Graph Neural
Networks achieved the highest AUC-ROC score of
96.7%.
The comparative analysis of algorithms reveals that

• GNNs achieved higher levels of accuracy,
precision, recall, and AUC-ROC over the other
models, proving that Graph Neural Networks are
useful tools that can provide the complexity of
the relations in transacted data.

• XGBoost gave good performance and
outperformed other algorithms in terms of
precision and AUC-ROC but was slightly lower
in recall than GNNs.

• Random Forest was fairly comparable to
Gradient Boost with good interpretability and
good accuracy.

• Autoencoders also provided good results for
anomaly detection, while for the rest of the cases,
false positives were comparatively high.

• Support Vector Machines had reasonable
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Table 2. Characteristics of All the Algorithms

Algorithm Type Key Feature Purpose
Random Forest Supervised Ensemble Learning Classification & Regression
Autoencoders Unsupervised Feature Extraction via Reconstruction Anomaly Detection
Semi-Supervised RF Semi-Supervised Combines Labeled & Unlabeled Data Fraud Detection
Gradient Boosting Supervised Boosting Trees for Higher Accuracy Improved Prediction Performance
SVM (Kernel-based) Supervised Kernel-based Classification Non-linear Data Separation

Figure 1. Proposed AI-Driven AML Framework

accuracies, but performance declined with large
datasets.

The execution time for each algorithm was also
recorded to evaluate computational efficiency, as
shown in Table 5 and Table 6.
The key insights we get are:

• Accuracy vs. Complexity: The best results were
achieved with GNNs, while at the same time, they
took the most time and resources.

• Scalability: Both Random Forest and XGBoost
showed good scalability and are therefore fit for
online AML systems.

• Anomaly Detection: Autoencoders performed
particularly well in the identification of new
forms of laundering, showing the effectiveness
of unsupervised models compared to supervised
ones.

This confirms that the suggested framework is
effective for solving the problem under investigation,
and the better performance of Graph Neural Networks
on all the metrics underscores its advantage. The
discussion of the results points to specific comparative
advantages and disadvantages with respect to
accuracy, computation, and real-world applicability

to AML. The presented findings offer a set of
recommendations for choosing the most suitable
algorithms given particular cases of AML.

8. DISCUSSION

The study’s findings support and expand the
knowledge in the field. Based on the literature of
Cardoso et al. [29] and Assumpção et al. textsup [14],
where the graph-based approaches were presented as
efficient in AML, this work also supports their findings
that GNNs are superior to other models in terms of
entity relation modeling. Likewise, the application of
XGBoost in this study is in concurrence with Mitra
and Roy [12], who noted that the algorithm is best
suited for imbalanced datasets. However, this research
pushes it further by aligning these approaches such
that an overall comparison of their effectiveness can
be approached.
While highly useful, the proposed framework has the
following limitations. First, emphasis on synthetic
and partially realistic data, including AMLSim and
Elliptic, might not capture all the tertial and diverse
scenarios of laundering. Future work should focus on
procuring more elaborate datasets with the help of
synergies with financial organizations and regulators.
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Figure 2. Federated Learning for Privacy-Preserving AML

Table 3. Performance Metrics for the Evaluated Algorithms

Algorithm Accuracy (%) Precision (%) Recall (%) F1-Score (%) AUC-ROC (%)
Random Forest 92.4 91.6 90.8 91.2 94.3
Autoencoders 89.7 88.4 87.5 87.9 91.2
Graph Neural Networks (GNNs) 95.3 94.8 94.5 94.6 96.7
XGBoost 93.8 92.9 92.3 92.6 95.4
Support Vector Machines (SVM) 90.1 89.2 88.7 88.9 92.5

Table 4. GNNs Confusion Matrix

Predicted Legitimate Predicted Suspicious
Actual Legitimate 945 55
Actual Suspicious 42 958

Table 5. Execution Time for Each Algorithm - Training &
Inference

Algorithm Training Time
(mins)

Inference Time
(ms)

Random Forest 12 15
Autoencoders 18 20
GNNs 25 30
XGBoost 22 18
SVM 15 22

Second, scalability is an impediment because Graph
Neural Networks are computationally intensive.
Training GNNs on large-scale transaction networks
is computationally expensive, which, when trained,
should be done in resource-restricted scenarios.
Besides, the federated learning method also threatens
privacy, which they announced as the main difference
from traditional machine learning. However, as

Table 6. Execution Time for Each Algorithm - Memory &
Power Consumption

Algorithm Memory Usage
(MB)

Power
Consumption
(W)

Random Forest 120 5.3
Autoencoders 200 6.1
GNNs 300 7.5
XGBoost 180 6.0
SVM 150 5.8

they implemented it, they discovered it used more
computational power and network latency.
The study shows AI’s potential to revolutionize AML
frameworks. The cases of fraudulent behavior can
be identified with the help of machine learning
algorithms to provide a more effective result and
lessen the amount of manual checks. Regulations are
satisfied through techniques such as federated learning
to allow collaboration for the development of models
without using individuals’ data.
Furthermore, they suggest that in order to introduce
a kind of balance, more algorithms are to be
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Figure 3. End-to-End Methodology Workflow

incorporated. For example, integrating GNNs for
relational analysis with autoencoders for anomaly
detection can improve the general resilience of AML
systems. It is for this reason that these insights prove
helpful in combating new and growing crimes, such
as the use of cryptocurrency for laundering processes
and decentralized financial systems such as DeFi.
This research has its own limitations, and
therefore future research should target solving these
limitations. Including more functional transactions
that reflect real-world data, such as cross-border and
cryptocurrency, will make the proposed framework
more generalizable. Also, extending existing works
on using ensembles of different algorithms, which
leverage the former to improve detection accuracy,
could be beneficial.

Figure 4. Confusion Matrix for GNNs.

Figure 5. ROC Curve for Evaluated Algorithms

The incorporation of the explainability feature
in the model will also be indispensable. As
elaborated by Zhang and Trubey [19], compliance
with regulatory codes is unachievable where there
is a lack of transparency on decisions made.
Basically, by expanding the architectures of GNNs
and autoencoders for interpretability, it would make
it easier to close the gap between model performance
and regulatory acceptance.
Consequently, the presented framework shall be
considered a notable contribution to the sphere
of combating this phenomenon. This research
not only combines the state-of-the-art machine
learning approaches and solves the problems of
privacy concerns but also sets the groundwork
for next-generation AML systems. The results also
pinpoint the importance of working with financial
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organizations, supervisory authorities, and academics
to address the emerging risks of financial offenses
persistently. Future research can assess the role of
TOR in AML, which provides anonymity and privacy
to its users in handling internet traffic and providing
hidden services (HS) for secure content access in
anti-money laundering [30], as TOR’s inherent design
for privacy and anonymity makes it difficult to track
and monitor activities.

9. CONCLUSION

This research highlights the potential of Artificial
Intelligence (AI) in revolutionizing Anti-Money
Laundering (AML) systems. By exploring Graph
Neural Networks, XGBoost, Autoencoders, Random
Forests, and Support Vector Machines, the study
shows how these algorithms enhance detection
accuracy and reduce computational resources. The
proposed AI-driven framework integrates supervised
and unsupervised learning with graph analysis to
uncover hidden structures in transactional data,
specifically in cryptocurrency and decentralized
finance (DeFi). Graph Neural Networks outperformed
other algorithms with an AUC-ROC of 96.7%, while
autoencoders proved valuable for anomaly detection.
The study also emphasizes regulatory compliance and
privacy-preserving techniques, including federated
learning. However, challenges such as computational
complexity, dataset variations, and AI explainability
remain. This research lays a foundation for future
AML solutions, advocating collaboration among
financial institutions, regulators, and researchers to
protect the global financial system.
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