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Abstract:  It is an age of the Internet and electronic media, and social media platforms are one of the most frequently 

used communication medium nowadays. But some people use these sites for malicious purpose and among those 

negative aspects "Cyberbullying" is prevalent. Cyberbullying is a form of bullying done through electronic means 

and is used to insult or harm others. Many researchers have proposed solutions and strategies to overcome this 

menace, but sarcasm is one aspect of it that still needs to be touched. This study aims to highlight previous 

researchers and to propose an approach to detect cyberbullying along with the element of sarcasm included in it. 

The results proved that SVM classifier performed better than other classifiers. 

Index Terms-- Cyberbullying Detection, Machine Learning, Social Media, Text Classification 

 

I. INTRODUCTION 

Social media is a platform which enables users to 

communicate and interact with their friends online and 

allows them to share their photos, videos and daily updates. 

Nowadays, almost every person is found on social media. 

According to statistics nearly 2 billion users used social sites 

in 2015 and the figure has now increased to 3.196 billion [1] 

Social media has its perks, but it has negative aspects as well. 

"Cyberbullying" is one of those aspects that need to be 

handled. Cyberbullying is a form of bullying or harassment 

that is done through electronic means and is common among 

young people and teenagers. It includes posting malicious 

and harmful comments or posts online and sharing personal 

information about someone to humiliate them[2]. 

Cyberbullying is one critical issue that is prevailing 

throughout the world. The person being bullied falls into 

depression, causes self-harm and in worst cases commits 

suicide. Thus, Cyberbullying is a severe problem that needs 

to be taken care of considering the severity of damage it 

causes to an individual's mental well-being. Apart from 

taking psychological measures, social media networks should 

take appropriate steps as well. Though many researchers have 

proposed and implemented machine learning algorithms, they 

mostly didn't consider sarcasm in the detection process 

because they think that it's tough to detect sarcasm from 

text[3]. This is an important research aspect that should be 

focused as most of the time; bullies use sarcasm to insult 

others. Sarcasm is often considered as an indirect form of 

bullying and is often bitter[4]. Sarcasm is a type of bullying 

that we often don't take seriously and take it as a joke. Thus, 

this aspect of bullying needs to be considered and taken 

seriously. 
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II. LITERATURE REVIEW 

Many researchers have proposed mechanisms to detect 

cyberbullying [5]. Reviewed machine learning algorithms for 

cyberbullying detection in Arabic social media networks [6]. 

Conducted a survey to explore work done on detection and 

prevention of cyberbullying [7]. Presented a task known as 

SemEval-2019 which was identifying and categorising 

offensive language in social media [8]. Conducted a study for 

detecting cyberbullying and cyber aggression in social media 

[9]. Audited an existing algorithm using Twitter dataset. The 

algorithm aims to detect who is the recipient or who is the 

person being bullied [10]. Proposed a system to monitor 

cyberbullying by combining message classification and 

network analysis [11]. Proposed an approach to identify and 

categorise offensive language on social media [12]. Proposed 

a multilingual system for detection of cyberbullying as 

according to them so far courses have been focusing on 

English language only [13]. Proposed an approach to detect 

cyberbullying in Instagram media sessions accurately and 

timely. They named their approach "Concise" [14]. 

Conducted a review of automated detection techniques for 

cyberbullying [15]. Proposed a machine learning approach 

based on SVM classifier utilising a rich feature set [16]. 

Conducted a research on cyberbullying detection and build 

their system known as Samurai [3]. Conducted a systematic 

review of automated approaches of cyberbullying detection 

[17]. Presented an overview on cyberbullying detection [18]. 

Proposed a deep learning based on Convolutional Neural 

Networks for cyberbullying detection [19]. Used deep 

understanding to detect cyberbullying on different social 

media platforms [20]. Proposed an approach to detect 

cyberbullying comprising of three stages. The three stages 

are aggressive text detection, aggressor and victim detection 

and cyberbullying case detection. [21] presented a model for 

cyberbullying detection from social networks. Along with 

text, they aim to detect cyberbullying from audio, video and 

image [22]. Conducted a review of cyberbullying detection 

techniques in social media [23]. Proposed an approach to 

aggressive and bullying behavior on Twitter [24]. Proposed a 

multilingual system for cyberbulling detection using machine 

learning. For this purpose they considered Arabic as well as 

English language.  

III. MATERIALS AND METHODS 

 

This section provides details about the implemented 

approach. Coming to the implemented approach that is 

shown in Fig 1. It depicts how cyberbullying was detected in 

the acquired dataset.  

 

FIGURE 1: Implemented Approach 

First o f all data was collected. For this purpose already 

labelled datasets were acquired that are publicly available on 

the Internet. These datasets were searched using keywords 

like cyberbullying, dataset, social media etc. Almost 3-4 
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datasets were downloaded. These datasets are described in 

the "Results and Discussion" section.  

Before applying preprocessing, some features were extracted 

that require the data to be in its original form. To detect 

cyberbullying from the text, features that were extracted are 

sentiment score, and profanity.  For Sarcasm detection count 

of various features were extracted like "Exclamation Marks", 

"Question Marks", "Repeated Letters", "Capital Letters", 

"Intense Adjectives" and "Interjections". These features are 

considered to be important when detecting sarcasm from the 

text. [25][26]. 

After extracting features preprocessing was applied to 

include the original text in the feature set as well. 

Preprocessing was performed on all twitter and Formspring 

datasets. The preprocessing included removal of special 

characters, single characters left after removing special 

characters, substituting multiple spaces with single spaces 

and stopwords. The text was converted into lowercase as 

well. After that classification was performed. 

IV. RESULTS AND DISCUSSION 

As machine learning algorithms use numeric data for 

training, so the text was first converted into the numerical 

form using a label encoder. After that, the dataset was 

divided into 80% training set, and 20% test set and then 

classification algorithms were applied. For classification 

machine learning algorithms; SVM, naïve Bayes, Random 

Forest and then an ensemble approach was used. The 

ensemble approach was a hybrid model consisting of all the 

algorithms as mentioned above. In this approach, a soft 

voting criterion was used, which predicts the class label 

utilising the maximum sum of the predicted probabilities. 

The results obtained after applying algorithms on datasets are 

mentioned below: 

Table 1 - Dataset 1- Formspring 

Algorithm Accuracy 

Random Forest 91% 

Naïve Bayes 87% 

SVM 92% 

Logistic 

Regression 

92% 

Ensemble 92% 

 

The table "Dataset 1–Formspring" shows the accuracy 

achieved after applying classification on the Formspring 

Dataset. This dataset contains 13,110 posts labelled as 

bullying and non-bullying. This dataset was created by [27]. 

These researchers performed various tasks on the datasets 

like text classification, role labelling, sentiment analysis, as 

well as topic modelling. They applied machine learning 

classifiers, i.e. SVM, Naïve Bayes and Logistic Regression to 

identify bullying traces from the dataset. According to them, 

SVM performed better than the rest with the accuracy of 

81.6%.  

Table 2-Dataset 2-Twitter 

Algorithm Accuracy 

Random Forest 70% 

Naïve Bayes 71% 

SVM 73% 

Logistic 

Regression 

73% 

Ensemble 73% 

 

The table "Dataset 2–Twitter" depicts the accuracy achieved 

after applying classification on the Twitter dataset consisting 

of 13,420 tweets labelled as "offensive" and "not offensive" 

by [28]. These authors also applied three machine learning 

classifier on this dataset, i.e. SVM, Bidirectional Long Short-

Term Memory (BiLSTM) and Convolutional Neural 

Network (CNN). They used precision, recall and F1-score as 

metrics. According to their results, CNN performed the best 

in classifying tweets as offensive or not offensive. 
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Table 3- Dataset 3- Twitter 

Algorithms Accuracy 

Random Forest 68% 

Naïve Bayes 69% 

SVM 72% 

Logistic 

Regression 

72% 

Ensemble 72% 

 

The table "Dataset 3–Twitter" depicts the accuracy achieved 

after applying classification on the Twitter dataset. It includes 

8817 tweets labelled as either positive (bullying) or negative 

(non-bullying) 

Table 4-Dataset 4-Twitter 

Algorithm Accuracy 

Random Forest 78% 

Naïve Bayes 76% 

SVM 80% 

Logistic 

Regression 

78.6% 

Ensemble 79.5% 

The table "Dataset 4–Twitter" depicts the accuracy achieved 

after applying classification on a Twitter hate-offensive 

dataset. It contains 24,784 tweets labelled as offensive, hate 

or none. This dataset was used by [29], and according to the 

SVM and Logistic Regression performed better than other 

models, i.e. decision trees, random forest and Naïve Bayes. 

Our results also depict the same as SVM performed better 

than others. 

From the tables, it is evident that in almost all datasets the 

accuracy achieved by SVM, Logistic and Ensemble approach 

is the same except for Dataset 4 where SVM classifier took 

the lead. After completing accuracy for each dataset 

separately, the average was calculated. For example, the 

average accuracy for Random Forest was calculated by 

adding accuracy achieved on all datasets divided by the total 

number of datasets, i.e. 4. The average accuracy was 

calculated to analyse which classifier performs the best 

overall. The table below depicts the average accuracy of 

classifiers against all datasets.  

Table 5--Average Accuracy 

Classifier Average 

Accuracy 

Random Forest 76.7 % 

Naïve Bayes 75.7% 

SVM 79.3% 

Logistic 

Regression 

78.9% 

Ensemble 79 % 

The results clearly show that the used approach yielded 

considerably good results and by observing the average 

accuracy we can say that SVM and Ensemble classifier 

performed better than others. 

V. CONCLUSION 

This particular study aimed to explore cyberbullying 

detection using machine learning. The previous work done in 

this regard was also highlighted. Cyberbullying is a vast term 

and has different aspects. Among those aspects, sarcasm is 

essential. Sarcasm is a way of insulting someone and has 

adverse effects on the victim. As per our observation, this 

aspect of bullying was not considered in the previous 

researches. Hence this study aimed to include that aspect as 

well. In this study, we detected cyberbullying using machine 

learning algorithms. Then results were presented in a tabular 

format. The results depicted that SVM and Ensemble 

performed better than remaining classifiers with 79% average 

accuracy. The second one is Logistic Regression with 78% 

accuracy, then Random Forest with 76.7% while Naïve 

Bayes performed classification with 76% accuracy. However, 

in this study, only textual features were considered. For 

future, network and contextual features can be considered. 
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