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Abstract-YouTube ranking are the most impressive topic for researchers and the researcher try to get the qualitative content of the 

YouTube video without watching the video if the user is new its most important for us to enable the user to find the best video as 

per quality of the content for this purpose we proposed as model which gives us the classification of the comments with its class 

and also predict  the how much the fake comments are written in the comments section to help the video content to ranked on the 

YouTube.  This qualitative work helps the research after the preprocessing the comments and filter the fake comments and then 

find the qualitative comments from the video feedback section. Our proposed model help the user to classify his comments about 

the skin care videos the skin care means skin care and treatment and if there is some fake comments and fake ideas are putted in 

the video or comments this will classify and help the user about the video with pure qualitative analysis of the video with 

comments and this helps us to truly rank the video and the user will get benefits truly. With the help of Machine learning 

algorithms and feature engineering we meet the target and after this we received the 0.94 F1 score. 
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I. INTRODUCTION 

YouTube is the platform when any user needs to learning or 

need some information and want to see something and he 

search on the YouTube. The huge content of this platform 

helps the user to get the exact same content but the 

YouTube for the help and support shows the suggested or 

related videos based on geo location and user likeness 

history [1]. YouTube is the one platform that have two 

billion active users and more than 70% user are come from 

mobile devices 15% of the traffic of the YouTube are come 

from USA [2]. It is accepted that 12mints per day averagely 

each user spends the time on YouTube. It is noticed that the 

70% people are watch the video as suggested by Google 

search engine. Averagely the YouTube user visit the 5-6 

page daily in 2020 year the YouTube earn $5.5 billion from 

advertisements. YouTube is the second largest TV watching 

application in the age from 18 to 34 [3]. Today the YouTube 

is most widely used online social media platform shown in 

Fig. 1. 

 
FIGURE 1: YouTube users 

 

If we consider the country wise usage then the 15% are from 

USA and 8.1% from India and 4.6% from Japan and the 3% 

video watcher in the India are watching the YouTube 

videos. Here are the statistics shown in Fig. 2. 

 

 
FIGURE 2: YouTube statistics 

Pew research finds that the 79% views are from the top 10 

most popular videos and the 21% are remaining for the 

other non-popular videos [4]. From the statista.com the 

reported the only skincare viewer on the YouTube from 

2009 to 2018 is shown in Fig. 3. 

 
FIGURE 3: Skincare viewer on YouTube 
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We see here the beauty content watch is so productive in 

coming days and also the beauty care products business also 

growing up. We notice that the 14% on the YouTube is the 

people who are watching the YouTube due to learning and 

our focus is the basically on this when the people use the 

YouTube and try to learn something but the user how to 

know the best practical experienced tutorial is on the 

YouTube. 

A) Our Participation in Skin Care domain: 

1. Find the productive comments  

2. Classify the comments  

3. Classify the fake comments   
 

II. LITERATURE REVIEW 

Comments classification is the done with the help of 

machine learning algorithms. The Machine learning 

algorithms are classifying the comments based on the 

trained and test data the trained data used for training the 

machine learning model in the study working on the fake 

comments classification using the 2 algorithms one is Naïve 

Bayes and other one is Logistic regression using the two 

very popular data GUI tools Weka tool and Rapid miner and 

the best are received from the Weka the Naïve Bayes having 

accuracy 87.21% and the logistic regression is 85.29% and 

in the Rapid miner the result are changed and go down at 

NB is 80.88% and LR is 80.41% [5]. 

We when required a training data we should need to collect 

or scrap for YouTube and then perform annotation for Fake 

0 and original comment is 1 used as encoding processes for 

batter and fast machine earning. Another study helps the 

user to classify the comments in the domain of cooking 

recipes In this study, they develop a real-time system to 

extract and classify the YouTube cooking recipes reviews 

automatically [6]. This system is based on Support vector 

machine approach and deals with the social media text 

characteristics. The proposed system collects data in real 

time from YouTube according to a user request. To improve 

the performance of our system we proposed some 

algorithms that constructed on sentiment bags, based on 

emoticons and injections. And their model accuracy was 

83.5% [7]. 

People need to know the informative comments and they 

need to know the what the topic is discussed. The discussion 

is in the context for outside the context the study helps the 

user to find the informative comments they offer the novel 

approach in which 20 sampled videos are selected from 

TED Talk 1861 videos with 1000 sample comments and 

originally dataset consist on the 380619 comments [8-10]. 
YouTube also have some aspects which are like, dislike, 

number of views and watch time these aspects or features 

can be used to predict the relevancy of the video or 

irrelevancy of the video the study shows this is implemented 

and the results shows that the F1 score 0.74 [11-13].People 

use the Java library which is mallet library used to extract 

the useful comment related to the video title and they 

remove the non-English comments and the Neural network 

predict the correct classification with 87.46% with the 

weight and topic extraction of the comments(Chauhan and 

Meena 2019). In the studies we faced that the video 

recommendation system are can works on the comments 

based and new video may or may be included for 

recommendation and third one is these model cannot work 

with large scale videos and so the Deep Neural Networks 

helps us to recommend the video related to qualitative 

recommendation they used the many full connected rectified 

linear unit which gives us efficient and effective results 

[3,5]. 

 

III. METHODOLOGY AND DEPLOYMENT 

Here is our methodology the we are adopted for out 

proposed work. We used the data scrapping the tools which 

are Python package so called Beautiful-Soup this package 

and Google Chrome data scrapping tools which is we are 

used is instant scrapper both are very useful for us to collect 

the comments shown in Fig. 4.  

 
Fig 4: Comment from scrapping tool. 

 

After collection we clean the data and after preprocessing 

the data, we use the classes to annotate the data the classes 

are listed below. 

1. Beauty feedback Positive  

2. Beauty feedback Negative  

3. Treatment Feedback Positive  

4. Treatment feedback Negative  

5. Warning / Danger feedback 

6. Questions as Feedback 

7. Fake feedback  

8. Non-Feedback  

These classes are annotating the data and use the label 

encoding to encode the classes and then the dataset prepared 

for machine learning after creating the features. For the 

features engineering we use the two feature engineering 

extraction methods [13]. 

1.Conunt Vectorization  

2.TF-IDF Vectorization 

We use the 80% for model training purpose and the 20% for 

model test purpose. We use the multi-classes to prediction 

we use the Logistic regression and random forest for class 

prediction and we deploy the combined and separate for 

both category one for skin care classes and 2
nd

 one is fake 

and non-fake comments.  
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FIGURE 5: Classes count 

 

Meaning of the classes are non-fake means this comment is 

not fake and fake means this is fake comment and written by 

the content creator to make ranking powerful based on the 

comments shown in Fig. 5 and the Beauty feedback positive 

means that the comment is about the beauty care and the 

user use this tip and guide and based on his personal 

experience he get positive response and the comment on the 

YouTube for users to guide them the method or tip 

described in the video is so effective and the same this the 

Negative feedback about beauty care tip this tip or method 

is experienced but the user cannot get the good benefits 

from the  from the tip or method and the warning means the 

user don’t use or do not rely on the video author talks and 

ideas and don’t try this question is the class which means 

the people watch the video and they need for help to 

implement this as personal experience. The processes model 

and flow are shows in Fig. 6. 

 

 
FIGURE 6: Process model 

 

Processes model helps us to describe the methodology in 

pictorial view. 

 

IV. RESULTS AND DISCUSSION 

 

We deploy the different machine learning algorithms the 

below results are shown in Fig. 7. When we see the results, 

we notice that the fake comments are better classify but the 

other classes are not good same as fake comments because 

our classes are not balanced and that why the classification 

results are not same as fake comments. We notice that the 

TF-IDF is productive for us we also use the count 

vectorization and word2vec but the results are below then 

50% so wo excluded the results shown in Fig. 7. 

 

 
Fig 7: LR vs RF correctly classification 

 

V. CONCLUSION 

Our proposed method help the user to find the best video 

experienced by persons and stop use the products and tips 

that are given in the video content we also find the fake 

comments if someone need to increase the subscriber and 

increase his views and watch time the new user will be safe 

from this blunder and the original video and its contend will 

be reached with the actually demanding customer and user. 

Model results shows that the methodology is so productive 

and so efficient same as like human woks. 
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